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a b s t r a c t 

O2O (online to offline) commercial platforms, such as Yelp, play a crucial role in our daily purchases. 

Seeking fame and profit, some people try to manipulate the O2O market by opinion spamming, i.e., en- 

gaging in fraudulent behavior such as writing fake reviews, which affects the online purchasing environ- 

ment. Manual fake reviews imitate honest reviews in many ways; hence they are more deceptive and 

harmful than botnet reviews. Several efficient methods have been proposed to detect fake reviews, but 

manual fake reviewers are evolving rapidly. They pretend to be benign users, control the velocity of re- 

view fraud actions, and deceive detection systems. Previous work has focused on the contents of reviews 

or the information of reviewers. We find that geolocation factors have potential and have been neglected 

in most studies. Our research indicates that geolocation can well distinguish between fake reviewers and 

benign users on an O2O platform. We propose a manual fake review detection model, the geolocation- 

based account detection model (GADM), which combines the AdaBoost model and a long short-term 

memory (LSTM) neural network to analyze a user’s account and geolocation information, achieving 83.3% 

accuracy and an 86.2% F1-score on a Yelp dataset. We also propose a high-efficiency algorithm to detect 

review fraud groups. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

With the explosive growth of electronic commerce and social

edia, O2O (online to offline) commerce has become a hot topic.

2O refers to the use of online enticement to drive offline sales,

nd feedback from offline consumption can promote the online

issemination of products ( Phang et al., 2014 ). Different from tra-

itional online shopping platforms, the consumption role of O2O

s fulfilled offline. O2O closely connects online platforms and tra-

itional offline stores. As on many online shopping platforms, feed-

ack is a crucial part of O2O. Reviews of experienced users in

he O2O environment can provide significant reference values for

onsumers and help them to make decisions. Opinions in reviews

re essential to the evaluation and business volume of a target

roduct on current O2O commercial platforms such as Dianping 1 ,

ooking 2 , and Yelp. 3 Positive reviews can bring profits and fame,

hile negative ones are harmful. Due to the pursuit of profits, de-

eptive reviews and manual fake reviewers appeared. These man-

al fake reviewers mislead, exploit, and manipulate social me-

ia discourse with rumors, spam, malware, misinformation, slan-
∗ Corresponding author. 

E-mail address: naruan@cs.sjtu.edu.cn (N. Ruan). 
1 www.dianping.com . 
2 www.booking.com . 
3 www.yelp.com . 
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er, or even just ads ( Ferrara et al., 2016 ). Moreover, fake reviews

hemselves evolve quickly with the continuous and rapid evolution

f social media, posing a significant challenge to the community

 Chakraborty et al., 2016 ). Shops often hire people to secretly pro-

ote them. People hired to write fake reviews are called manual

ake reviewers. These kinds of activities are called opinion spam

 Jindal and Liu, 2008 ). 

Researchers have worked on fake review detection for sev-

ral years ( Spirin and Han, 2012 ). At the early stage, meth-

ds of opinion spam were elementary and easy to identify. Re-

earchers proposed many approaches based on text analysis on

he O2O platform ( Shojaee et al., 2013 ). Traditional machine learn-

ng methods could also be used to detect suspicious reviews

 Mukherjee et al., 2012 ). The spotlight on fake review detection

radually shifted from text content to features and patterns. Some

eatures, such as time ( KC and Mukherjee, 2016 ), ranking patterns

 Chen et al., 2017 ), topics ( Nilizadeh et al., 2017 ), and volume of

vents ( Chino et al., 2017 ), proved useful in fake review detection.

hese approaches introduced several new ideas. Commercial plat-

orm operators built systems to find deceptive and low-quality re-

iews ( Mukherjee et al., 2013 ). Those systems helped purify the

isordered review environment, but they also motivated fake re-

iewers to enrich their review content, and some skilled fake re-

iewers were able to deceive the system ( Yao et al., 2017b ). Fake

eviewers have learned to control the rate of review fraud actions

nd disguise themselves as normal users. Hence classic detection

https://doi.org/10.1016/j.cose.2019.101657
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cose
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cose.2019.101657&domain=pdf
mailto:naruan@cs.sjtu.edu.cn
http://www.dianping.com
http://www.booking.com
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approaches no longer work efficiently, and new detection methods

and features are needed. 

Account feature-based models have been proved efficient. Ge-

olocation features also work well, especially on O2O platforms.

We exploit a creative geolocation-based account detection model

(GADM) to detect fake reviews on the O2O platform by adding

the geolocation feature to the account feature-based model. GADM

consists of two submodels. One analyzes users’ account informa-

tion using AdaBoost, which is a robust machine learning method,

and the other analyzes address information to obtain geoloca-

tion features by long short-term memory (LSTM), which is a

deep learning algorithm. With the help of ensemble learning

( Rokach, 2010 ), our GADM model can well combine accounts and

geolocation features to achieve better performance. 

Account information refers to the information in users’ account

profiles, including how many reviews they post and how many re-

sponses they receive. Account information has been proved useful

in fake review detection. Geolocation information records the lo-

cations of offline activities, and is available in reviews. Our model

uses longitude and latitude in geolocation information. 

Geolocation has potential in fake review detection, especially on

O2O platforms. Unlike other online shopping platforms, consump-

tion is finished offline on O2O platforms, making the geolocation

of an offline shop a significant feature for users. Both fake review-

ers and benign users have geolocation records in reviews, forming

a sequence in order of time. The position order of benign users

fits human behavior, while fake reviewers pay it little attention.

These differences cause distinctions in the statistics and the fre-

quency distribution of geolocation features. After computing on a

partially labeled dataset of reviews and reviewers, we found that

fake reviewers and benign users show distinct distributions in their

geolocation features. 

The use of geolocation features in fake review detection has

been discussed before. Zhang et al. (2014) used geolocation fea-

tures in online social networks (OSNs) to detect fake reviewers,

and Gong et al. (2018) used the LSTM model and check-in infor-

mation in location-based social networks (LBSNs) for malicious ac-

count detection. This work tells us that location information can

reflect some features of fraudulent reviewers. They usually use the

distance, latitude, or longitude of shops to directly represent ge-

olocation features, which is less efficient. A more powerful and ex-

pressive way to use geolocation features is necessary. 

Account features and geolocation features are used to de-

scribe users from different perspectives, and most prior work

only uses one of them, which has limitations in fraud detection.

Deng et al. (2018) used a hidden Markov model (HMM) to detect

fake users. However, they neglected account information in users’

daily activities. We combine account and geolocation features to

achieve better detection performance by a synthetic model. 

Apart from detecting manual fake reviewers, we propose an ef-

fective algorithm to identify review fraud groups. Well-organized

manual fake reviewers are malicious on O2O platforms. They can

impact the market environment by organizing boost review fraud

actions. Their detection is also essential in fake review detection.

We propose an algorithm to find the relations among manual fake

reviewers, and then find review fraud groups. Users whose actions

are highly similar to those of known review fraud groups can be

regarded as members of those groups. 

Our work makes the following key contributions: 

1. We add geolocation features to a traditional account feature-

based detection model to detect fake reviews on O2O commer-

cial platforms. 

2. We build a GADM model that can combine account and ge-

olocation information to detect manual fake reviewers by en-

semble learning. Account information is analyzed by AdaBoost.
We apply LSTM to describe the distribution distinctions of ge-

olocation features between manual fake reviewers and benign

users. GADM receives geolocation feature sequences and pro-

duces prediction results. 

3. We propose an algorithm to detect review fraud groups, and

organized manual fake reviewers are detected. 

The remainder of this paper is organized as follows. We intro-

uce preliminary concepts in Section 2 . In Section 3 , we present

he design of the GADM model, and in Section 4 , we explore its

pplication. The dataset, experiment, and evaluation are shown in

ection 5 . We conclude our research in Section 6 . 

. Preliminaries 

.1. Terminology 

We first introduce some definitions in the manual fake review

etection scenario. 

efinition 2.1 Shop . A shop is an officially registered online shop

hat holds a unique webpage on an O2O platform, containing de-

ailed descriptions of the shop and a large number of reviews. 

efinition 2.2 User . A user is an officially registered account with

 personal webpage on an O2O platform, containing a detailed per-

onal profile and a large number of reviews the user has posted. 

emark 2.3. We categorize all users as either benign users or

ake reviewers. Benign users post honest reviews, and fake re-

iewers post fake reviews to promote target shops. 

efinition 2.4 Fake review . Fake reviews are posted by fake re-

iewers without consumption from the offline shops. Fake reviews

ontain fabricated texts and imaginary stories crafted to mislead

onsumers. 

efinition 2.5 Review fraud groups . Review fraud groups are well-

rganized manual groups of fake reviewers. Review fraud is the ac-

ion of manual fake reviewers writing fake reviews. 

.2. Classification algorithms in manual fake review detection 

Spamming behaviors are categorized into types such as web

pam ( Spirin and Han, 2012 ), e-mail spam ( Castillo et al., 2007 ),

elecommunication spam ( Yao et al., 2017a ), and opinion spam

 Jindal and Liu, 2008 ). The manual fake review detection problem

ddresses opinion spam. It can be regarded as a binary classifi-

ation problem or a ranking problem. The critical problem is the

election of approaches and models. Prior research has identified

everal approaches to the detection of manual fake reviews. 

.2.1. Texture-based approaches 

In 2008, when opinion spamming was first proposed by

indal and Liu (2008) , researchers focused on the classification and

ummarization of opinions using natural language processing (NLP)

pproaches and data mining techniques. From 2011, researchers

ried to improve methods of text analysis. Ott et al. (2011) built

 support vector machine (SVM) classifier using text features

ncluding unigrams and bigrams. Shojaee et al. (2013) focused

n lexical and syntactic features to identify fake reviews, and

hen et al. (2013) proposed a semantic analysis approach that cal-

ulates the similarity between two texts by finding their common

ontent words. Traditional texture-based approaches are simple,

nd could not reach high efficiency when manual fake reviewers

egan to enrich their fake review content. 



N. Ruan, R. Deng and C. Su / Computers & Security 88 (2020) 101657 3 

2

 

n  

L  

i  

i  

p  

s  

s  

t  

g  

p  

a  

l  

w  

a  

i  

n

2

 

l  

m  

L  

r  

i  

p  

r  

v  

s  

i  

t  

g  

b  

e  

m  

a

2

 

f  

t  

a  

 

o

h

w  

h  

t

 

s  

t  

r  

m  

i  

a  

t  

e

h

w  

h  

g  

T  

p

 

d  

s  

m  

p  

t  

a  

f

2

 

l  

a  

b  

t  

b  

m  

j  

b  

b  

t  

2

 

 

m  

b  

m

3

3

 

m  

d  

(  

c

 

a  

r  

t  

p  

a

 

.2.2. Feature-based approaches 

From 2014, with the rapid development of machine learning, a

umber of such algorithms were applied to fake review detection.

i et al. (2014) proposed a PU-learning (positive unlabeled learn-

ng) model that can improve the performance of Dianping’s filter-

ng system by cooperating with Dianping. 4 Kumar et al. (2016) pro-

osed an improved SVM model, dual-margin multi-class hyper-

phere support vector machine (DMMH-SVM), to solve the web

pamming problem. Chino et al. (2017) trained a log-logistic dis-

ribution model based on time intervals and volumes of events

enerated by users to fit users’ behavior, and calculated the dis-

ersion of reviews written by different users to identify those who

re isolated from the majority. Li et al. (2017) achieved an excel-

ent result with a labeled hidden Markov model (LHMM) combined

ith time interval features to detect fake reviews in a sizeable Di-

nping dataset. The feature-based approach is a powerful weapon

n fake review detection, but with the evolution of fake reviewers,

ew powerful features are needed. 

.2.3. Graph-based approaches 

From 2016, some researchers chose graph models to find re-

ations among products, users, and reviews. A detailed graph

odel can even capture deceptive reviewer clusters. Agrawal and

eela Velusamy (2015) demonstrated an unsupervised author-

eporter model for fake review detection based on a hyper-

nduced topic search (HITS) algorithm. Hooi et al. (2016) pro-

osed the camouflage-resistant algorithm FRAUDAR to detect fake

eviews in the bipartite graph of users and products they re-

iew. Chen et al. (2017) proposed to identify attackers of collu-

ive promotion groups in an app store by exploiting unusual rank-

ng changes of apps to identify promoted apps. They measured

he pairwise similarity of ranking change patterns, formed tar-

eted app clusters, and finally identified the collusive group mem-

ers. Zheng et al. (2018) proposed an ELSIEDET system to detect

lite Sybil attacks and Sybil campaigns. Feature-based approaches

ainly focus on feature selection, while graph-based approaches

ttach more importance to patterns and links. 

.3. Long short-term memory 

Recurrent Neural Network (RNN) ( Schmidhuber, 1993 ) is a feed-

orward neural network using variable-length sequential informa-

ion like sentences or time series. It takes a sequence (x 1 , . . . , x T )

s input, and updates its hidden states (h 1 , . . . , h T ) . The output is

(o 1 , . . . , o T ) , where T is the input time steps. From t = 1 to T , the

utput o t is computed by the following equations: 

 t = tanh (Ux t + W h t−1 + b) 

o t = V h t + c (1) 

here U, W and V are the input-to-hidden, hidden-to-hidden and

idden-to-output weight matrices, b and c are the bias vectors, and

anh (.) is a nonlinearity activation function. 

LSTM ( Hochreiter and Schmidhuber, 1997 ) is an improved ver-

ion based on the traditional recurrent neural network to deal with

he problem that basic RNN can not learn long-distance tempo-

al dependencies with gradient-based optimization. LSTM has a

eticulous control over the information of input sequence by us-

ng three typical gate structure including the input gate, forget gate

nd output gate. An LSTM unit maintains a memory cell c t at time

 . The output h t of an LSTM unit is computed by the following

quations ( Hochreiter and Schmidhuber, 1997 ): 

i t = σ (x t W i + h t−1 U i + c t−1 V i ) 
4 www.dianping.com . 

a  

D  

v  
f t = σ (x t W f + h t−1 U f + c t−1 V f ) 

˜ c t = tanh (x t W c + h t−1 U c ) 

c t = f t + c t−1 + i t ̃  c t 

o t = σ (x t W o + h t−1 U o + c t V o ) 

 t = o t tanh (c t ) (2) 

here σ is a logistic sigmoid function. The input gate i t determines

ow much new memory is added to the memory cell. The forget

ate f t determines the degree the memory cell is about to forget.

he memory c t is combined with part of the existing memory and

art of new memory ˜ c t . The output gate o t decides the output. 

There exist some prior works that apply RNN to fake review

etection task. Ma et al. (2016) used an efficient algorithm to split

ocial media reviews into groups by time and compared the perfor-

ance between basic RNN, LSTM, and GRU. Ren and Ji (2017) ap-

lied a gated recurrent neural network into sentence representa-

ions to detect deceptive opinion spam. Jin et al. (2017) proposed

n RNN model with an attention mechanism to fuse multimodal

eatures for effective rumor detection. 

.4. Adaboost classifier 

AdaBoost ( Freund and Schapire, 1995 ) is a typical ensemble

earning algorithm that can improve a group of base learners to

 strong learner. The mechanism of AdaBoost is: training the first

ase learner by the default training set first and adjusting the dis-

ribution of training samples according to the performance of the

ase learner, and then those misclassified samples will be paid

ore attention to. The next base learner will be trained by the ad-

usted training set. Iteratively, the algorithm stops when the num-

er of base learners exceeds the default target value. Finally, those

ase learners are weighted combined. AdaBoost has those advan-

ages compared with traditional binary classifiers ( Schapire, 2003;

013 ): 

1. The AdaBoost algorithm performs high precision 

2. Easy to use and transplant. A plug-and-play algorithm 

3. No need for feature filtrating 

4. Base learners can be customized under the framework of the

AdaBoost algorithm 

5. Users need not worry about overfitting problem 

Due to the advantages above, we build an AdaBoost based

odel to detect fake reviewers by account features. AdaBoost has a

etter performance in fake reviews detection compared with other

achine learning methods. 

. GADM: manual fake review detection model 

.1. Structure overview 

In this section, we introduce our manual fake review detection

odel, GADM, which is composed of two submodels, the account

etection model (Account-DM) and geolocation detection model

Geolocation-DM) . The structure of our fake review detection pro-

ess is shown in Fig. 1 . It has three phases. 

Phase I: Users’ account and geolocation information is collected

nd processed for detection tasks. Statistical information, such as

eview numbers, is extracted, and all reviews and their geoloca-

ions are collected. Features must be processed for use in the next

hase. Account features are formed as a vector, and geolocations

s a sequence. 

Phase II: Detection models are constructed to process account

nd geolocation features. Account features are input to Account-

M, which analyzes the account features using AdaBoost, and pro-

ides a prediction score of the user’s identity. Similarly, geolocation

http://www.dianping.com
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Fig. 1. Fake review detection process. Its three phases consist of extracting features, analyzing features, and synthesizing results. 

Table 1 

Notions and definitions. 

Notion Interpretation 

lng i Longitude of point i 

lat i Latitude of point i 

C ( lng c , lat c ) Center point 

R i Radius feature of review i 

r account Output result of Account-DM 

r geo Output result of Geolocation-DM 

r final Output result of combination model 

D ( x i , y i ) Training dataset, where x i is input data and y i is the label 

D Weight distribution in dataset 

h t t th base learner in AdaBoost 

εt Error of base learner h t 
ω t Weight of base learner h t 
Z Regularization factor 

H ( x ) Output of AdaBoost 

Seq R Review sequence 

N review Number of reviews 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. User account webpages on Yelp. 
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features are input to Geolocation-DM, which analyzes the geolo-

cation sequences by LSTM and produces a prediction score of the

user’s identity. 

Phase III: The results of Account-DM and Geolocation-DM

are synthesized by ensemble learning to make a final judgment

of users’ identities. The prediction scores from Account-DM and

Geolocation-DM are input to the final linear classifier, SVM, whose

result is the final assessment of users’ identities. 

3.2. Notions and definitions 

Table 1 lists the notions used in this paper. 

3.3. Features 

GADM detects users by account and geolocation features, which

describe O2O users from different aspects. Both are easily available

from an O2O platform. As shown in Fig. 2 , account and geolocation

information is publicly accessible from user account webpages and

reviews, respectively. The convenience of collecting features makes

our detection system practicable and transplantable to many O2O

platforms. Benign and fraudulent users have different behaviors

based on the two features. The account feature describes a user’s

profile. It records users’ historical statistics and their influences,

such as numbers of reviews and friends. The geolocation feature

records historical activity, including spatial and time sequence in-

formation. 
.3.1. Account feature 

Each user holds a registered account on an O2O platform. Ac-

ounts record users’ historical activities and many useful statistics,

ike the number of reviews, useful reviews, and fans. Nine kinds of

ommon and available statistics were chosen as account features,

nd their average values and standard deviations were analyzed for

enign users and manual fake reviewers. The analysis results are

isted in the following tables. 
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Table 2 

Average value of statistics of benign users and fake reviewers. 

friends reviews firsts useful cool 

benign users 31.57 55.17 9.73 108.161 68.59 

fake reviewers 2.13 6.15 0.18 2.37 0.98 

funny like tips fans 

benign users 55.21 71.92 13.84 2.717 

fake reviewers 0.8047 0.3631 0.1254 0.055 

Table 3 

Standard deviation of statistics of benign users and fake reviewers. 

friends reviews firsts useful cool 

benign users 143.78 134.66 42.87 623.31 506.12 

fake reviewers 25.63 26.69 5.18 31.24 15.84 

funny like tips fans 

benign users 339.44 983.78 59.26 19.53 

fake reviewers 25.60 9.17 16.35 0.91 

Fig. 3. A fake reviewer’s movement track in one day. 
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Fig. 4. Definition of radius feature on Google map. 
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Tables 2 and 3 demonstrate that those statistics distinguish

uch between fake reviewers and benign users. These features are

sed in the Account-DM model. Benign users interact with others

uch more than do fake reviewers. Account-DM can recognize and

xploit the distinction in the fake review detection task. 

.3.2. Geolocation feature 

Consumers must consider geolocation information of shops,

ince offline consumption is an essential part of O2O platforms.

ost O2O platforms collect users’ geolocation information to rec-

mmend shops close to them, and users tend to choose shops near

heir homes. If a normal user purchases several times in a day, the

ocations of these shops should have spatial continuity because the

ovement track of a human also holds spatial continuity. However,

ake reviewers consider employers’ benefits much more than the

ocations of target shops; hence, their trajectories in a day can be

bnormal. Fig. 3 shows a fake reviewer’s movement track in one

ay by collecting the geolocation information of the shops in the

ser’s review list. If a user writes many reviews in a day, we use

he offline consumption time instead of review time. Fig. 3 illus-

rates the locations of shops and the user’s movement track in a

ay. The green lines are the user’s trajectories. These lines show

hat the user’s movement track covered two cities and exceeded

10.2 km. Furthermore, even in only one city, the user’s movement

as disordered and covered a great area. Fake reviewers just re-
eive assignments and never consider the practicability of achiev-

ng it in a short period. 

IPs or MAC addresses are useful for analyzing geolocation infor-

ation. However, these sensitive features are not easily obtained

rom many platforms. We propose a more straightforward location-

elated feature, radius, to measure the disorder degree of users’

ovement tracks. First, we introduce the definitions of review lo-

ation, center point, and radius. 

efinition 3.1 Review location . Review location is the geolocation

oint of the shops that appear in users’ reviews. It notes the loca-

ion where a user purchased offline. 

efinition 3.2 Center point . Center point is the geometric center

f the shops in a user’s reviews. To determine a user’s center re-

uires two steps: 

1) Find the city that the user lives in. 

2) Find the geometric center of shops for which the user has

posted reviews in the city where he or she lives. 

efinition 3.3 Radius . Radius is the distance between each review

ocation and the center point. 

Fig. 4 shows an example of the definition of the radius fea-

ure. Most of the review locations are in New York, so the center

oint is also in New York. The lines connecting the center point

nd each review location represent the interval distances between

hem, which are the radii for these review locations. 

The center point is the geolocation center of the user’s most ac-

ive area. If users are active in multiple cities that are distant from

ach other, then many errors will occur when measuring the cen-

er point if all review locations are considered. In Geolocation-DM,

e only consider the city for which a user writes most reviews,

nd we calculate the center point from all review locations in that

ity. Expression (3) shows the calculation of center point C ( lng c ,

at c ), where lng c and lat c are the longitude and latitude, respec-

ively, of the center point, n is the number of reviews in this city,

nd lng i and lat i are the longitude and latitude, respectively, of the

 th review location, where i ∈ 1, 2 ���n . 

l ng c = 

1 

n 

n ∑ 

i =1 

l ng i 

l at c = 

1 

n 

n ∑ 

i =1 

l at i (3) 

The radius feature is the shortest distance between two points

n the spherical surface because the earth is approximately an el-

ipsoid. As shown in expression (4) , the radius feature R is the
i 
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Fig. 5. Frequency distributions of radius. 

Table 4 

Dimensions of account features. 

friends reviews firsts useful cool 

Type integer integer integer integer integer 

funny like tips fans 

Type integer integer integer integer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Algorithm 1: Account detection model based on AdaBoost. 

Input : Training dataset D = { (x 1 , y 1 ) , (x 2 , y 2 ) , · · · , (x n , y n ) } ; 
Base Learner algorithm L ; 

Iteration T ; 

Weight distribution of Data sample D 1 (x ) = 

1 
n 

1 ; 

2 for t = 1 , 2 , · · · , T do 

3 h t = L (D , D t ) ; 

4 εt = P x ∼D t (| h t (x ) − y | ≥ 0 . 5) ; 

5 if εt > 0 . 5 then break ; 

6 ω t = 

1 
2 ln ( 1 −εt 

εt 
) ; 

7 D t+1 = 

D t (x ) 
Z t ×

{
exp (−ω t ) h t (x ) = y 

exp (ω t ) h t (x ) � = y 
; 

8 end 

Output : Regression result H (x ) = 

∑ T 
t=1 ω t h t (x ) 
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L  
spherical distance between the location of each review i and the

center point C , where R is the approximate radius of the earth. 

R i = R × arccos ( cos (lat c ) cos (lat i ) cos (lng i − lng c ) 

+ sin (lat i ) sin (lat c )) (4)

A user’s geolocation information is converted to radius features

by the calculations introduced above. Fig. 5 illustrates that manual

fake reviewers and benign users show distinct distributions regard-

ing geolocation features. Both their slopes and peak positions are

much different. 

Radius features reflect the distance between each review loca-

tion and the center point. Each review holds a radius feature, and

a sequence of reviews can form a new sequence of radius features.

The radius sequence can reflect both distance and spatial continu-

ity features, which is useful when modeling features. 

3.4. Modeling features 

3.4.1. Account detection model 

Account-DM exploits users’ account information to identify sus-

pect users. As shown in Table 4 , there are nine dimensions in ac-

count features. 

Account-DM is a regression model. The model input holds nine

integers, and outputs a float number r account ranging from 0 to 1. A

user with a higher r account is more likely to be a benign user. 

Account-DM exploits the AdaBoost algorithm to perform regres-

sion tasks. Algorithm 1 demonstrates the application of AdaBoost

in Account-DM. In Algorithm 1 , training dataset D contains n data

samples. The pair of data samples ( x i , y i ) contains a vector x i with

nine dimensions, which represent the nine account features, and

a label value y i ∈ {0, 1}, where 0 represents fake reviewers and 1

represents benign users. D t is the weight of data samples in D in

the t th training iteration. h t represents the t th base learner trained

from training samples. The base learner is responsible for prac-

tically classifying data samples in Account-DM, and the weighted

combination of all the base learners gives a final classification re-

sult H ( x ). εt is the error of h t . ω t is the weight of h t . Z t is the

regularization factor that guarantees D t+1 is a valid distribution. 
First, h 1 is calculated based on the original dataset D and the

nitial data sample weight distribution D. All data samples initially

ave weight 1 
n . In the t th iteration, Account-DM trains h t based on

he latest data sample weight distribution D and dataset D . If εt is

arger than 0.5, then h t is even worse than a random classifier and

ust be abandoned. ω t is also calculated for the weighted com-

ination. D t varies according to the last training results. It gives

isclassified data samples larger weights so that they will be em-

hasized more in the next iteration. At the end of each iteration,

ccount-DM updates the current regression result, as shown in ex-

ression (5) . 

 t = H t−1 + ω t h t (x ) (5)

After T iterations, Account-DM obtains a final classifier H ( x ),

hich is the weighted sum of all the base learners. In the experi-

ent, the regression tree algorithm ( Prasad et al., 2006 ) serves as

he base learner. 

.4.2. Geolocation detection model 

All the reviews that a user has posted on the O2O platforms

re collected for Geolocation-DM. Each review is written for a par-

icular shop, whose geolocation is available to the public. The re-

iew sequence is available by listing a user’s reviews and shops

n the order of posting time. Next, the geolocation addresses are

onverted to longitudes and latitudes, and the center point C and

nterval distance R between each shop and the center point C is

alculated, as described in Section 3.3.2 . These distances are also

isted as a sequence in the order of posting time for each user. We

efer to a distance sequence as a review radius sequence Seq R . 

Geolocation-DM performs the regression task for Seq R . The

odel input is a float vector Seq R , and the model output is a float

umber r geo ranging from 0 to 1. Like Account-DM, samples with

 higher r geo are more likely benign users. Since Seq R is strongly

elated to time sequences, a neural network approach, the LSTM

odel, is applied in Geolocation-DM. A single-layer LSTM can per-

orm well enough, since our dataset is not too large, and the input

imension is 1. A drop-out mechanism is added to Geolocation-DM

o avoid overfitting. Some important parameters of Geolocation-

M are listed in Table 5 . 

Activation function ReLU: 

(c t ) = max (0 , c t ) (6)

Loss function mean square logarithmic error: 

 (x i , y i ) = 

1 

N 

N ∑ 

i =1 

( log (x i ) − log (y i ) ) 
2 (7)
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Table 5 

Some important parameters of Geolocation-DM. 

Layers Input sequence length Neurons 

1 200 10 

Activation Function Loss Function Batch size 

ReLU mean square logarithmic error 64 

Drop-out rate Learning rate 

0.3 0.001 
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Algorithm 2: Review fraud group detection. 

Input : Set of fake reviewers W = { W 1 , W 2 , . . . , W n } ,set of 

shops S = { S 1 , S 2 , . . . , W m 

} ,; 
Graph G (V = W, E = ∅ ) // Build a graph G only contains 

nodes,Time window ω ; 

Output : Graph G // Edges of Graph G represent performing 

review fraud action collaboratively 

1 for i = 1 , . . . , m do 

2 remove reviews in shop S i written by benign users; 

3 sort reviews in shop S i by time; 

4 for review j in shop S i do 

5 for review k from review j + 1 in shop S i do 

6 if k.time - j.time < ω then 

7 if G.edge(j.reviewer, k.reviewer) exists then 

8 G.edge(j.reviewer, k.reviewer).weight += 1 

9 else 

10 add G.edge(j.reviewer, k.reviewer); 

11 set G.edge(j.reviewer, k.reviewer) = 0 

12 end 

13 else 

14 continue 

15 end 

16 end 

17 end 

18 end 
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As the elements of Seq R are entered in Geolocation-DM in turn,

ts weight values are continually updated. After all elements are

nput, a final result r geo is available at the output gate. Since the

adius sequences are processed by batches in Geolocation-DM, the

engths of input sequences Seq R need to be in accordance. A max-

mum input length L max = 200 is set in Geolocation-DM. If the

engths of data sequences are less than 200, Geolocation-DM will

ll the data samples with zeros at the ends of sequences. If the

engths of data sequences are greater than 200, then Geolocation-

M will delete entries after 200 in the sequences. A masking layer

n Geolocation-DM is added to filter the data with the value zero

o eliminate errors caused by the filling operations. 

.4.3. Model combination 

The account information of a suspect user will be input to

ccount-DM and a result r account will be output, the user’s review

equences Seq R will be input to Geolocation-DM, and another re-

ult r geo will be output. To combine the two kinds of detection

odels, we refer to stacking thoughts in ensemble learning. A new

lassifier, taking r account , r geo , and the number of reviews of the user

o review 

as input data, is trained, and it provides a final judgment

o identify the user. This is also why we choose regression models

ather than discrimination models as submodels. 

Our detection system exploits SVM as the final linear classifier.

he model’s inputs are two float detection results, r account and r geo ,

nd the user’s number of reviews, N review 

. The model’s output is an

nteger, r final ∈ {0, 1}, where 0 and 1 respectively represent fake and

enign users. The sigmoid function serves as the kernel function of

VM. Expression (8) shows the sigmoid function: 

 (x, x i ) = tanh (‖ (x T x i ) + δ)) (8)

As introduced above, we have achieved the synthesis of ac-

ount and geolocation information by combining Account-DM and

eolocation-DM. The evaluation and analysis will be demonstrated

n Section 5 . 

. Application of fake review detection model 

We now discuss the application of GADM. We focus on detect-

ng review fraud groups, which are common on O2O platforms.

ake reviewers are always organized, and they rarely write fake

eviews alone. A possible situation is that a store owner needs to

mprove his store’s reputation on the O2O platform in a short time,

or which he seeks review fraud groups. It is unlikely that a shop

wner hires fake reviewers for a long period, due to their cost. 

.1. Review fraud group detection algorithm 

Fake reviews from the same group are similar and strongly re-

ated. Fake reviewers tend to write fake reviews for target shops in

 short period. We exploit this feature and propose an algorithm

o find review fraud groups. 

Algorithm 2 shows the review fraud group detection. A fake

eviewer graph G is created, whose each node represents a fake

eviewer, and G initially has no edges. At first, reviews in a shop

an be calculated by time. Then the algorithm travels all reviews
y shop. If two fake reviewers write reviews for the same shop in a

hort time window, an edge connecting them will be added to G . If

wo fake reviewers write reviews for the same shop in a short time

indow twice or more, then the weight of the edge connecting

hem will increase. After traveling all the fake reviews, the fake

eviewer graph G is completed. We can detect review fraud groups

ccording to the edges and weights in G . 

Next, we analyze the time complexity of our algorithm. Another

pproach needs to travel all pairs of fake reviewers, analyze their

eviews, and make a judgment. Suppose there are n fake reviewers,

veryone holds p reviews on average, and using a sort algorithm

o speed up, the time complexity of the traditional approach is

 ( n 2 plog ( p )). However, our detection algorithm decreases the cal-

ulation cost by traveling shops rather than fake reviewers. In our

etection algorithm, we only need to travel shops once and find

he reviews whose time intervals are less than the threshold. Sort-

ng reviews by time also increases efficiency. Suppose there are m

hops, each holding q reviews on average, and the time complex-

ty of our detection algorithm is O ( mqlog ( q )). Since the total num-

er of fake reviews is constant, an equivalence expression is shown

n (9) : 

p = mq (9) 

The time complexity improvement rate of our detection algo-

ithm is 

 = 

n 

2 plog(p) 

mqlog(q ) 
= 

nlog(p) 

log(q ) 
. (10) 

In summary, our detection algorithm sharply decreases the time

omplexity, making the detection of review fraud groups on scal-

ble datasets more efficient. The experimental results are shown in

ection 5 . 

.2. Potential fake reviewer detection 

Review fraud group detection has a significant application. Once

 review fraud group is revealed, the potential fake reviewers be-
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Algorithm 3: Potential fake reviewer detection. 

Input : Set of users U = { U 1 , U 2 , . . . , U n } ,set of shops 

S = { S 1 , S 2 , . . . , W m 

} ; 
Graph G 

′ (V = W, E = ∅ ) // Build a graph G 

′ only containing 

nodes,Time window ω; 

Output : Graph G 

′ // Edges of graph G 

′ represent doing 

review fraud action collaboratively 

1 for i = 1 , . . . , m do 

2 sort reviews in shop S i by time; 

3 for review j in shop S i do 

4 for review k from review j + 1 in shop S i do 

5 if both review j and review k are written by benign 

user then 

6 continue 

7 else 

8 if k.time - j.time < ω then 

9 if G 

′ .edge(j.reviewer, k.reviewer) exists then 

10 G 

′ .edge(j.reviewer, k.reviewer).weight += 

1 
11 else 

12 add G 

′ .edge(j.reviewer, k.reviewer); 

13 set G 

′ .edge(j.reviewer, k.reviewer) = 0 

14 end 

15 else 

16 continue 

17 end 

18 end 

19 end 

20 end 

21 end 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6 

Dataset information. 

labeled total 

reviews 107,624 760,212 

users 3142 16,941 

fake reviews 20,267 N/A 

fake reviewers 1299 N/A 

users after filtering 1796 11,917 
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longing to this group are likely to be found. A potential fake re-

viewer is one who is misjudged by the detection model as a be-

nign user. We propose a potential fake reviewer detection algo-

rithm based on review fraud group detection. 

Algorithm 3 addresses potential fake reviewer detection. A

graph G 

′ which contains all users is built as vertices. Edges in

graph G 

′ indicate how often two users review the same store in

a short time. Once graph G 

′ is built, potential fake reviewers can

be easily found. The key idea is that a user who often performs

review fraud action collaboratively with fake reviewers from the

same review fraud group can be regarded as a potential fake re-

viewer belonging to this group. 

For a user u i , a list of fake reviewers, list i , is available from

graph G 

′ , which contains fake reviewers who have edges with u i 
in graph G 

′ . The algorithm sums the weights of fake reviewers in

the same group, and obtains a list of groups, group i , which con-

tains the total collaborative fraud actions times between user u i 
and fraudulent reviewers in each group. W i is the sum of weights

of all edges between u i and fake reviewers in list i . The maximum

weight in list group i is max i . If Eq. (11) is satisfied, then user i can

be considered a potential fake reviewer. 

max 
i 

> max (W i ∗ M, R ) (11)

W and R are thresholds. M is a float number between 0 and 1,

and R is a positive integer. max ( W i 
∗M, R ) guarantees that the sus-

picious user’s most collaborative reviewers from the same group

by W i 
∗M and it avoids coincidence by R . If a user’s collaborative

reviewers are evenly distributed in many groups, or the user only

has one or two collaborative fraud actions in total, then max i will

be less than max ( W i 
∗M, R ), and the user will not be regarded as a

fake reviewer. 
. Experiments 

In this section, we describe the dataset, introduce the experi-

ent, and evaluate the performance of GADM and its applications.

.1. Dataset description 

Dataset. We choose a real-world dataset, which is the Yelp

ataset used by KC and Mukherjee (2016) . It is a partly labeled

ataset, containing user profiles, review information, and shop in-

ormation. For the labeled part, reviews are labeled as fake or be-

ign reviews by Yelp’s filtering system. The dataset information is

hown in Table 6 . It contains 3,142 labeled users out of 16,941 to-

al users, and 107,264 labeled reviews out of 760,212 total reviews.

here are 20,267 fake reviews among 107,624 labeled reviews.

ome users only posted benign reviews, some users only posted

ake reviews, and some users posted reviews of both classes. A

lear boundary is necessary to cluster two kinds of users. We re-

er to Nilizadeh’s work ( Nilizadeh et al., 2017 ), calculate the filter

ate (the percentage of filtered reviews out of all reviews) of each

ser, and set a boundary filter rate to cluster two kinds of users.

he dataset has the characteristic that the filter rate of each user is

istributed either in the range of 0–20% or 90%-100%. To separate

ake reviewers and benign users, a classification standard is set.

sers whose filter rates are higher than 90% are regarded as fake

eviewers, and those with filter rates lower than 20% are regarded

s benign users. Under this standard, there are 1299 fake reviewers

ut of 3124 labeled users. Users holding few reviews must be ex-

luded from the dataset to decrease unexpected errors. There are

796 labeled users and a total of 11,917 users left if the review

umber threshold is set as 5 . 

Ground-truth dataset. We rely on the Yelp filtering system for

abeling. This system can filter some typical inferior quality and

ake reviews. These officially labeled reviews are qualified as the

round-truth dataset. Some prior work used manually labeled data

or the fake review detection task. However, manual work is te-

ious and subjective. Manual labels have difficulty producing ex-

ellent results. 

.2. Model evaluation 

In this section, we present the experimental implementation

nd evaluation of GADM. The geolocation features are calculated by

atitudes and longitudes of every review shop. These are translated

rom Arcgis map addresses by a Python package named geocoder .

arameters of GADM are trained from the training dataset, upon

hich the evaluation is based. The training and testing datasets are

isjointed parts in labeled data. The ratio of manual fake review-

rs and benign users in labeled data is unbalanced, and is about 1:

 . Manual fake reviewers on real O2O platforms form a minority.

lassifiers are required to hold the resistance to the interference

rom the unbalanced dataset. Many traditional classification algo-

ithms perform poorly in such a situation, while GADM can toler-

te the impact of large volumes of misleading data and precisely

ecognize the minority manual fake reviewers. 
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Fig. 6. Precision, Recall, Accuracy, and F1-score of Models. 
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Table 7 

Accuracy for fraudulent and benign users of models. 

Accuracy for Fraud users Accuracy for Benign users 

Gaussian NB 0.985 0.440 

KNN 0.727 0.789 

Geolocation-DM 0.745 0.763 

Account-DM 0.719 0.861 

GADM 0.859 0.858 

Table 8 

Prediction contingency table of models 

Account-DM and Geolocation-DM. 

r account = +1 r account = −1 

r geo = +1 a c 

r geo = −1 b d 
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GADM must be compared to other approaches to show its

erformance advantages. Some traditional supervised classifiers

re selected as a comparison group, since GADM is a supervised

ethod. The comparison groups contain four typical classification

lgorithms: Gaussian naive Bayes (Gaussian NB), k-nearest neigh-

ors (KNN), another LSTM network with review time interval as

eatures and SpamTracer ( Deng et al., 2018 ) which analyzing ge-

location features by Hidden Markov Model (HMM). The first two

omparison models receive several account characteristics (e.g.,

umber of friends and reviews) from the dataset and output the

rediction of fake reviewers or benign users. Our experiment uses

0-fold cross validation (CV) to guarantee the evaluation result. All

odels and their results are presented below. 

(1) Gaussian NB : A Gaussian naive Bayes classifier receives ac-

count information. 

(2) KNN : A k-nearest neighbors classifier receives account infor-

mation. 

(3) Time : An LSTM model receives a user’s review time inter-

vals. 

(4) SpamTracer : An HMM model receives a user’s geolocation

information. 

(5) Account-DM (account detection model) : A submodel of

GADM, which receives account information. 

(6) Geolocation-DM (geolocation detection model) : A sub-

model of GADM, which receives geolocation information. 

(7) GADM : The final model, which combines Account-DM and

Geolocation-DM with ensemble learning. 

The evaluation of models is based on four acknowledged stan-

ard performance measures: accuracy, precision, recall, and F1-

core. Fig. 6 illustrates the four performance measures of all five

odels and shows that GADM performs most stably in all four

easures. Gaussian NB holds the highest precision but performs

oorest in the other three measures. KNN, Time, and SpamTracer

erform with almost the same precision as Geolocation-DM and

ccount-DM, but they still fluctuate much, and they fall far behind

he two submodels in other measures. This is reasonable because

 poorly performing model will fluctuate on these measurements.

or example, if a model is not sensitive in classifying a user as

 fake user, the model will have higher precision, but the recall

ill be lower. Our two submodels perform better than the first

hree comparison models. The final model, GADM, has higher re-

all, accuracy, and F1-score, and the same level of precision as the

wo submodels, which means our ensemble model improves per-

ormance in detecting manual fake reviewers. In summary, GADM

s the most stable model in our experiment. 

We find that Gauusian NB has high precision but low accuracy,

ndicating that it has high accuracy in identifying fraudulent users,
nd for benign users, Gaussian NB performs poorly. To verify this,

e estimate models’ detection abilities for benign and fraudulent

sers. The results are shown in Table 7 . The result verifies it, and

hows that Gauusian NB overfits for fraudulent users and our pro-

osed model can combine the advantages of the two sub-models. 

In conclusion, GADM has excellent stability and performs above

verage in all four measures under an unbalanced dataset. With

nterference from an unbalanced dataset environment, these clas-

ical approaches cannot find a compromise among those measures.

ADM improves two sub-models’ performance by ensemble learn-

ng. 

.3. Account-DM vs. Geolocation-DM 

.3.1. Diversity 

Apart from accuracy evaluation, the evaluation of diversity

mong sub-models is necessary. There are two main diversity mea-

ures: the disagreement measure and correlation coefficient. A pre-

iction contingency table of models h i and h j is shown in Table 8

or a given dataset D = { (x 1 , y 1 ) , (x 2 , y 2 ) , . . . , (x m 

, y m 

) } and y i =
 +1 , −1 } in a binary classification task. The measure value a repre-

ents the number of samples that both h i and h j predict correctly,

 represents the number of samples that h i predicts correctly and

 j predicts incorrectly, and so are c and d . 

Based on the prediction contingency table, we calculate two

ain diversity measures for pairs of submodels Account-DM and

eolocation-DM: 

1. Disagreement measure 

dis = 

b + c 

a + b + c + d 

2. Correlation coefficient 

ρ = 

ad − bc √ 

(a + b)(a + c)(c + d)(b + d) 

The value of dis belongs to [0,1]. A larger dis represents a bet-

er diversity measure between Account-DM and Geolocation-DM.

he value of ρ belongs to [ −1 , 1]. If Account-DM is independent

f Geolocation-DM, then ρ will be 0. A positive value of ρ shows

 positive correlation between Account-DM and Geolocation-DM,

nd vice versa. 

The disagreement measure between the two submodels is dis =
 . 26 , and the correlation coefficient is ρ = 0 . 46 . Geolocation-DM

nd Account-DM have a high disagreement, which means that the

wo models perform a remarkable diversity. The high disagreement

easure and correlation coefficient make it possible to combine

he two submodels by ensemble learning. 
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Table 9 

Importance of features in the ensemble 

model. 

Feature Importance 

Account-DM result 45.3% 

Geolocation-DM result 36.7% 

Review number 18.0% 

Fig. 7. Visualized graph G output by our group detection model. 

Fig. 8. Visualized graph G after setting the threshold of edge weights. 
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5.3.2. Importance 

We use random forest ( Archer and Kimes, 2008 ), a machine

learning method, to test the importance of Geolocation-DM and

Account-DM in the ensemble model GADM. Our ensemble model

is fed with three features: two detection results of the submod-

els, r account and r geo , and the user’s number of reviews, N review 

;

their importance ratios are listed in Table 9 . The Account-DM and

Geolocation-DM results are much more important than the num-

ber of reviews. 

5.4. Detect review fraud groups 

We proposed an approach to detect review fraud groups in

Section 4 . We will evaluate its performance by applying the group

detection algorithm on the completely labeled dataset. Fig. 7 shows

part of the visualized graph G output by the group detection

model. The thickness and color of edes represent the frequency

with which pairs of fake reviewers work together. Thick lines and

dark colors represent that pairs of fake reviewers often conduct

group work, and thin lines and light colors represent that pairs of

fake reviewers sometimes conduct group work. The time window

was set as three days, and 4818 organized fake reviewers were

found. 

As we can see from Fig. 7 , almost all the fake reviewers are

connected, since it is common to find two fake reviewers from dif-

ferent review fraud groups working together by coincidence, even

if just once. To eliminate the connections caused by coincidence,

a threshold on edge weight is necessary, i.e., only edges whose

weights are more than the threshold are considered meaningful.

Fig. 8 shows the individual review fraud groups our model found
hen the threshold of edge weights was 2 . Compared with Fig. 7 ,

he boundaries of groups are more clear. It forms an unconnected

raph. Each unconnected component can be regarded as a fraud

eview group. 

. Conclusion 

In this paper, we proposed a GADM detection model to detect

anual fake reviewers on an O2O commercial platform. GADM im-

roves traditional account-based fake review detection models by

dding geolocation features. GADM detects manual fake reviewers

y exploiting the unique distinctions of account and location fea-

ures between fake and benign users. Our evaluation is based on a

arge Yelp dataset, and the results demonstrate that our approach

an perform the fake review detection task with excellent accu-

acy and stability. We also proposed efficient algorithms to detect

eview fraud groups on an O2O platform, which help us to detect

ore suspicious fake reviewers. 
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